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2nd Workshop on "Machine Learning & Networking" 
 

The 2nd Workshop on "Machine Learning & Networking" was held in September 2023 at 

the Hasso-Plattner-Institut as part of the NetSys conference in Potsdam. This workshop 

also represented the 5th edition of the KuVS Fachgespräch "Machine Learning & 

Networking (MaLeNe)". 

 

The workshop was organized by co-chairs Michael Seufert (University of Augsburg, 

Germany), Andreas Blenk (Siemens AG, Germany), and Olaf Landsiedel (Kiel University, 

Germany). The workshop attracted 16 full paper submissions. As it is a tradition at a 

Fachgespräch, MaLeNe aims to foster presentation of early results and discussions of 

these. Thus, all papers at MaLeNe are reviewed briefly and papers of sufficient quality and 

fit to the call for papers are accepted for presentation. In the case of the 2023 edition, all 

submissions were a good fit and of good quality and were accepted. From these 16 

submissions and two invited keynotes, we assembled a full-day program. One paper was 

withdrawn on short notice due to illness of the presenter. 

 

On the day of the workshop, the co-chairs welcomed 57 registered participants. The 

workshop started with a keynote by Nicola Michailow (Siemens AG, Germany) on 

“Embodied Agent-to-Agent Communications”. This talk was followed by a session on 

Machine Learning for Networking. The afternoon session began with a second keynote 

by Andreas Maeder from Nokia titled “Towards an AI-Native Air Interface in 6G” and was 

followed by a session on Machine Learning for Wireless Networking and TCP. After a 

coffee break, a third session on Machine Learning for Security and TSN concluded the 

workshop.  

 

The workshop co-chairs closed the day with a short recap and thanked all speakers and 

participants, who joined in the fruitful discussions. Finally, we, the organizers, would like 

to thank Siemens AG, for supporting this instance of the MaLeNe Workshop series by 

sponsoring the Best Presentation Award. It was awarded to the following presentation: 

“In-Network Round-Trip Time Estimation for TCP Flows” by Daniel Stolpmann from 

Hamburg University of Technology.  

 

We would like to thank all the authors and attendees for their contributions to the success 

of the workshop! 

 

Michael Seufert, Andreas Blenk, and Olaf Landsiedel  

MaLeNe 2023 Workshop Co-Chairs 

  



Program 
 

Welcome and Workshop Opening 

 

Keynote 1 

Embodied Agent-to-Agent Communications, Nicola Michailow (Siemens) 

    

Session 1: Machine Learning for Networking 

1. Towards Benchmarking Power-Performance Characteristics of Federated Learning 

Clients 

Pratik Agrawal, Philipp Wiesner and Odej Kao (Technische Universität Berlin) 

2. Demystifying User-based Active Learning for Network Monitoring Tasks 

Katharina Dietz, Nikolas Wehner (University of Würzburg), Pedro Casas (AIT Austrian 

Institute of Technology, Vienna), Tobias Hoßfeld and Michael Seufert (University of 

Würzburg) 

3. Data Distribution Effects on Asynchronous Parameter Server Training in High Delay 

Differences Networks 

Leonard Paeleke and Holger Karl (Hasso Plattner Institute) 

4. Replicable Machine Learning Workflow for Energy Forecasting 

Stepan Gagin (University of Passau), Adrian Carrasco-Revilla (Inetum), Hermann de 

Meer (University of Passau) and Nuria Sánchez Almodóvar (Inetum) 

 

Keynote 2 

Towards an AI-Native Air Interface in 6G, Andreas Maeder (Nokia) 

 

Session 2: Machine Learning for Wireless Networking and TCP 

5. Exploring AI-Based Adaptive Resource Management in 5G Networks 

Ole Hendrik Sellhorn and Horst Hellbrück (University of Applied Sciences, Lübeck) 

6. Parameter Prioritization for Efficient Transmission of Neural Networks in Small 

Satellite Applications 

Olga Kondrateva (Humboldt-Universität zu Berlin), Stefan Dietzel (Merantix 

Momentum GmbH), Ansgar Lößer and Björn Scheuermann (Technical University of 

Darmstadt) 

7. Bandwidth Prediction for Volatile Networks with Informer 

Birkan Denizer and Olaf Landsiedel (Kiel University) 

8. Steps Toward a Supervised Machine Learning Scheduler for MPTCP 

Reza Poorzare, Hadi Asghari and Oliver P. Waldhorst (Karlsruhe University of Applied 

Science) 

9. In-Network Round-Trip Time Estimation for TCP Flows 

Daniel Stolpmann and Andreas Timm-Giel (Hamburg University of Technology) 



 

Session 3: Machine Learning for Security and TSN 

10. Reducing Memory Footprints in Purity Estimations of Volumetric DDoS Traffic 

Aggregates 

Hauke Heseding (Karlsruhe Institute of Technology), Timon Krack (KASTEL Security 

Research Labs) and Martina Zitterbart (Karlsruhe Institute of Technology) 

11. Impact of Adaptive Packet Sampling on ML-based DDoS Detection 

Samuel Kopmann (KASTEL Security Research Labs) and Martina Zitterbart (Karlsruhe 

Institute of Technology) 

12. Dynamic Network Intrusion Detection System in Software-Defined Networking 

Pegah Golchin, Jannis Weil, Ralf Kundel and Ralf Steinmetz (Technical University of 

Darmstadt) 

13. PicNIC: Image-based Diagnosis for Industrial Blackbox Networks 

Marco Reisacher, Andreas Blenk and Hans-Peter Huth (Siemens AG) 

14. Towards Synthesizing Datasets for IEEE 802.1 Time-sensitive Networking 

Doğanalp Ergenç, Nurefşan Sertbaş Bülbül (University of Hamburg),Lisa Maile, Anna 

Arestova (University of Erlangen-Nürnberg) and Mathias Fischer (University of 

Hamburg) 

15. Adapting to the Flow: Reinforcement Learning for Dynamic Priority Assignment in TSN 

Nurefşan Sertbaş Bülbül and Mathias Fischer (University of Hamburg, Germany) 

    

Closing Remarks and Best Presentation Award (sponsored by Siemens AG) 

   



Replicable Machine Learning Workflow for Energy
Forecasting

Stepan Gagin
Chair of Computer Networks and Computer Communication

University of Passau
Passau, Germany

stepan.gagin@uni-passau.de

Adrian Carrasco-Revilla
Data Scientis Senior (Innovation Department)

Inetum
Madrid, Spain

adrian.carrasco@inetum.com

Hermann de Meer
Chair of Computer Networks and Computer Communication

University of Passau
Passau, Germany

hermann.demeer@uni-passau.de

Nuria Sánchez Almodóvar
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Abstract—Energy forecasting is an essential functionality of
energy management systems. In this paper, a machine learning
workflow for energy forecasting is proposed. Integration of such
forecasting service does not require preliminary knowledge in a
machine learning domain. Moreover, the workflow is designed to
be replicable. That means that it can be used for the forecasting
of different measurements in the energy domain in multiple
locations.

Index Terms—machine learning, energy systems, replicability.

I. INTRODUCTION

Energy forecasting is an essential functionality for the
energy sector [1]. Many energy management systems (EMSs)
use forecasting to control energy equipment and send recom-
mendations to users and other applications to manage their
energy consumption. However, a development and training of
forecasting models as well as processing data from sensors
require familiarity with machine learning (ML) concepts,
while energy managers often lack experience in that domain.

The replicability of software systems used in research [2] is
not always ensured in the ML domain. To mitigate that, in this
paper the replicable ML workflow is proposed. A replicability
of the workflow means, that it can be used without additional
changes in different locations for time series forecasting in the
energy sector. This workflow can be integrated into existing
EMSs and does not require the involvement of a ML specialist.
For an integration, only historic time series are necessary,
however, exogenous variables can be accepted to improve the
predictions.

II. RELATED WORK

The concept of automated ML is becoming popular [3].
It aims to automate the training of multiple ML models and

This paper has received funding by the European Union’s Horizon 2020
research and innovation programme under grant agreement No. 957845:
“Community-empowered Sustainable Multi-Vector Energy Islands - RENer-
getic”.

chooses the one that is performing best. ML can be encapsu-
lated as a reusable software service [4]. However, the approach
proposed in this paper focuses on the forecasting in energy
sector, for instance on photovoltaic (PV) generation, building
energy consumption in heating and electricity domains. That
means that the models can be trained with specific types
of measurements and interconnection between them in mind,
which improves forecasting performance.

III. METHODOLOGY

The replicable workflow introduced in this paper can be
connected to the centralized data storage of an EMS as
shown in Figure 1. The other EMS services can communicate
with the storage too. There could be multiple copies of the
workflow running in parallel in the system for different types
of forecast data series, for instance, PV generation, electricity
consumption of a building or heating consumption of a flat
in a building. Moreover, the same workflow can be used for
different buildings in multiple locations.

Replicability of a workflow means that it can be reused
for forecasting of different time series without any internal
changes. An interface between data storage and forecasting
workflow consists of three elements:

• measurements - historic data from a sensor with a given
timestamp for each measurement;

• weather data - historic data connected to the weather,
such as temperature, relative humidity, wind speed and
solar radiation;

• metadata - additional data about the type of sensor,
physical quantity and units used for a measurement.

That allows for easy usage of this workflow by non-ML
specialists because it does not require any adjustments of the
parameters of underlying models.

The workflow can be implemented as a separate software
service that communicates with other services using REST
API. Inputs and outputs of the workflow can be represented



as JSON objects with predefined values for attributes to model
data and metadata.

Subsections III-A-III-E provide an overview of each step of
the proposed workflow.
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Fig. 1. Forecasting workflow

A. Data Prepossessing

Data collected from sensors and equipment can contain
missing data points, thus they should be estimated, for in-
stance, using the interpolation methods. Additionally, the data
used in forecasting models should have a constant frequency
of data points. However, data from sensors can arrive at the
data storage at different time. Thus, data should be transformed
and aggregated. Aggregation should be done considering the
type of measurements. For instance, PV panels report about
their generation power, although for energy optimization the
data about energy generated are needed.

B. Data Exploration

In this step, statistics and other information about time
series are collected. These can include a median, average and
standard deviation of time series over a defined period. Ad-
ditionally, the identification of patterns in time series is done.
The identified shapelets [5] are used in the following steps by
forecasting models. Anomaly detection is also performed at
this step to discover and handle outliers in the data set before
training. The output can be used by the forecasting models
or by other services in the system, for instance, to display
statistics in a graphical user interface.

C. Model Training

The workflow assumes that the model was already created.
This step includes training of pre-defined models or their
versions with different hyperparameters that can be used for

the forecasting. It is important to note that training of the
model on new data is performed, only if needed. It is decided
based on the performance metrics of previously predicted data
points. If performance is higher than set threshold, the re-
training is not needed. If re-training is needed, several models
are trained in parallel and the best-performing model is chosen.
Such mechanism allows saving computational resources spent
on the model training.

The models could be trained in competition (only one is
saved) or in cooperation, meaning the final process combines
all the results into a final model which is trained to take the
benefits of each model and discard the weak spots.

D. Model Inference

In this step, the model resulting from the previous step
makes predictions for the next time window, for instance, for
24 hours, 48 or an interval provided by the user.

E. Anomaly Detection and Explanation

Using the same processes introduced in Subsection III-B,
the output of forecasting models can be analysed, for instance,
allowing quick actions on results, such as notifications when
high values are forecasted. Additionally, some models support
the explainability of results - from feature importance they
provide information on which elements of input data have the
biggest influence on the output to seasonality disambiguation,
which shows which of the time components impacts the
forecast.

IV. CONCLUSION

In this paper, a ML workflow for energy forecasting is
proposed. This workflow includes several steps that enable
an integration of energy forecasting functionalities into EMSs
without expertise in the ML domain. Replicability of the
workflow means, that it can be used for energy forecasting
in different locations. In an extended version of this paper, the
models that can be used in such workflow are developed and
evaluated on real-world data.
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